
SOURCE AND ACCURACY STATEMENT 
SURVEY OF INCOME AND PROGRAM PARTICIPATION (SIPP) 

1986 AND 1987 PANELS 

SOURCE OF DATA 

The data were cdlected in the 1986 and 1987 panels of the Survey of Income and Program Participation (SIPP). The 
SIPP unfverse is the non:nstRutionalized resident population Wing in the United States The populatron includes 
persons Irving in group qwners, such as dormitories, rooming houses, and religious group dwellings. Crew 
members of merchant vessels, Armed Forces personnel living in military barracks, and institutionalized persons. such 
as correctional faclMy inmates and nursing home residents, were not eligible to be in the survey. Also. United Sta.es 
citizens residing abroad were not eligible to be in the survey. Foreign visitors who work or attend school in this 
country and their families were eligible; all others were not eligible to be in the survey. With the exception noted 
above. persons who were at least 15 years of age at the time of the interview were eligible to be in the survey. 

Each of the 1986 and 1987 panels of the SIPP sample are located In 230 Primary Sampling Units (PSUs) each 
consisting of a county or a group of contiguous counties. Within these PSUs. expected clusters of 2 living quaners 
(L&J were SyS:erMCally serected from lists of addresses prepared for the 1980 decennial census to form the buk or 
the sample. To account tor LQs built within each of the sample areas after the 1980 census, a sample was drawn of 
pe:mb ISS.IC far construct;on 01 resiaentlai Lb up until shonlv before the begtnnrng of the panel In lurisdrctrons 
that do not Issue building perrni?s. small land areas were sampled and the LOS within were listed by field personnel 
and then cIus!ers of 4 LOS were su%am~lec In addnrcn. sample LOS were selected from supplemental frames tna: 
included LOS denttiled as mrssed in the 1986 census and persons resrding in group quarters at the time o! the 
Census. 

Approximately 16.300 IrJtng quaners were ongtnally designated for the 1966 panel and approxtmately 16.700 for the 
1987 panel. For Wave 1 of the 1986 panel. intervIews were obtained from the occupants ot about i 1.50@ ot the 
16.300 designated living quarters. For Wave 1 of the 1987 Panel a bout 11,700 interviews were obtained from the 
16.700 designated IwIng quaners. htost of the remaining 4830 kving quaners in the 1986 panel and 5000 living 
quarters in the 1987 panel were found to be vacant, demolished. converted to nonresidential use, or otherwise 
ineligible for the survey. However, approximately 900 of the 4800 living quarters in the 1986 panel and 800 of the 
5000 living quarters In the 1987 panel were not interviewed because the occupants refused to be intemewed, could 
not be found at home, were temporarily absent. or were OtherwIse unavailable. Thus. occupants of about 93 percent 
of all eligible living quarters participated in Wave 1 of the Swey for both the 1986 and 1987 panels. 

For Waves 2-7. only original sample persons (those in Wave 1 sample households and interviewed in Wave 1) and 
persons living with them were eligible to be interviewed Wlth certain restrictrons. original sample persons were to be 
followed if they moved to a new address. When original sample persons moved without leaving a forwarding 
address or moved to extremely remote parts of the country and no telephone number was available, additional 
noninterviews resulted. 

Sample households wtthin a given panel are divided into four 8uMampIes of neerfy equal size. These subsamples 
are celled rotation groups 1,2.3, or 4 and one rotation group b inteMewed each month. Each houeehofd in the 
sample was echeduled to be interviewed at 4 month Intervals over a period of roughly 2% years beginning in 
February 1986 for the 1986 panel and February 1987 for the 1987 panel. The reference period for the questions is the 
4nonth period preceding the interview month. In genefaf. one Cycle Of four interviews coming the entire sample. 
using the came questionnaire, is called a wave. The exception Is Wave 3 for the 1986 panel which covers three 
Interviews. 

The public use files include core and supplemental (topical module) data. Core questiona are repeated at each 
Interview over the Me of the panel. Topical modules include questions which are asked only in cenain waves. The : 
1986 and 1987 panel topical modules are given in tables 1 and 2. respectfvefy. 

Tables 3 and 4 Indicate the reference months and interview months for the cdlection of data from each rr%tion 
group for the 1986 and 1987 panels. For example, Wave 1 rotation group 2 of the 1986 panel was inten&& in - 
February 1936 and data for the reference months October 1986 through January 1986 were collected. 



SOURCE AND ACCURACY 

Wave 

1 

2 

Table 1 1986 Panel Topical Modules 

Top~ca Module 

None 

Welfare History 
Recipiency History 
Emproyment History 
Work Disability History 
Educatton and Training H!s:o? 
Family Background 
Marital H~srory 
Migration History 
Fertility History 
Household Relax Ionships 

Child Care Arrangements 
Chile S-r”p? Ayeevo?c 
Support of Non-household Members 
Health Starus and Urilizatlon c’ Ye2’:+ 
Care Serwes 
Long-term Care 
Disabilhy S:arus of Children 
Job Offers 

Assets and Liabi!iIies 
Retkemenr Expen$ures a,;5 ter,slw Pian 
Coverage 
Real Estate Propeny and Vehicles 

Taxes 
Annual Income and Retirement Accounts 
Educational Financing and Enrollment 

Child Care Arrangements 
Child Suppon Agreements 
Suppon for Non-household Members 
Work Related Expenses 
Shelter Costs/Energy Usage 

Asaets and Uabilhies 
Pen&on Plan Coverage 
Real Estate Propeq and Vehicles 
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1986 AND 1987 PANELS 

Wave 

1 

2 

Table 2 1987 Panel Topical Modules 

Topical Module 

None 

We/fare History 
Recipiency History 
Employment History 
Work Disability 
Education and ‘Training History 
Family Background 
Marital History 
Migration History 
Fertility History 
riousenold Rdationships 

Child Care Arrangements 
Cnlrd Suppon Agreements 
Suppon for Non-household Members 
Work Related Expenses 
Shelter Costs 

Assets and Liabilttles 
ReaI Estate Propeny and Vehicles 

Taxes .r 
Annual Income 
Educational Financing and Enrollment 

Child Care Arrangements 
Child Suppon Agreements 
Support for Non-household Members 
Health Status and Utilization of Health 

Care Services 
Long-term Care 
Disability Status of Children 
Job Offers 

Selected Financial Assets 
Medical Expenses 
WorkDisUity 
Real Estate. Shelter Costs. Dependent 

Care and Vehicles 
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SOURCE AND ACCURACY 

Trbfe 3. Reference Months for Each Interview Month - 1986 Panel 
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Table 4. Reference Months for Each Interview Month - 1987 Panel 
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SOURCE AND ACCURACY 

Estimation. 

The estimation procedure used to denve SIPP person weights Involved saveTal stages of weight adjustments 19 
the ftrst wave, each person recerved a base werght equal to the inverse of his/her probability of selectlon. For 
each subsequent interview. each person received a base weight that accounted for fdlowlng movers. A 
noninterview adjustment factor was applied to the weight of every occupant of interviewed households to 
account for households which were Jigible for the sample but were not interviewed. (Individual nonresponse 
withln partially interviewed househdds was treated with imputation. No special adjustment was made for 
noninterviews in group quarters.) A factor was applied to each interviewed person’s weight to account for the 
SiPP sampre areas not havlng tne same population distribution as the strata from which they were selected 

An additional stage of adjustment to persons’ weights was performed to reduce the mean square error of the 
survey estimates by ratlo adjusting SIPP sampIe estimates to monthly Current Population Survey (CPS) 
estimates’ of the ctiian (and some military) noninstitutional population of the United States by age, race. 
Spanish origin, sex. type of housahoider (married, single with relatives. single without relatives), and relationshlp 
to householder (spouse or other) The CPS estimates were themselves brought into agreement with estimates 
from the 1983 decennial census which were adjusted to reflect births, deaths, immigration, emigraIlon. ano 
changes in the Armed Forces since 1980. Also, an adjustment was made so that a husband and wife wlfhin the 
same notisenoid were asslgneo equal WeigniS 

Use of Weights. 

Each household and each person within each household on each wave tape has five weights. Four of these 
weights are reference month specific and theretore cm be used only to form reference month estimates 
Reference month estimates can be averaged to form estimates of monthly averages over some period of time 
For example, using the proper weights, one can estimate the mon!hly average number of households in a 
specifkd income range over November and December 7986. To estimate monthly averages of a given measure 
(e.g., total, mean; over a number of consecutive months, sum the monthly estimates and divide by the number 
of months. 

The remaining weight is interview month specific. This weight can be used to form estimates that specifically 
refer to the interview month (e.g.. total persons currently looking tor work), as well as estimates referring to the 
time period indudlng the interview month and all previous months (e.g., total persons who have ever served in 
the military). 

To form an estimate for a panicutar month. use the reference month weight for the month of interest, summing 
over all persons or households with the characteristic of interest whose reference period includes the month of 
interest. Multiply the sum by a factor to account for the number of rotations contributing data for the month. 
This factor equals four divided by the number of rotations contributing data for the month. For example, 
February 1986 data is only available from rotations 1,3, and 4 for Wave 1 of the 1986 panel, so a factor of 4/3 
must be applied. To form an estimate for an interview month, use the procedure discussed above using the 
interview month weight provided on the file. 

When estifMes for months without four rotations worth of data are constructed from a wave fiie, factors greater 
than 1 must be applied. However, when core data from consecutive waves are used together, data from all four 
rdattons my be available, in which case the factors are equal to 1. 

These tapes contain no weight for charactaristks that Involve a person’s or househdd’s -us over two or more 
months (e.g., number of households with a SO percent incraasa in income between November 
and December 1986). 

1. Tlwa8 8ooa8l CPS l stmuto~ am 8lightly ditlrront from the pubbhrd monthly CPS l stimrt@s Thr dtiiormor 81~ horn forung 
awma of hu808nar to 8gfn wtlh oounts of wwos 



Prcduclng Estimates for Census Regions snd States. 

The total estimate for a region is the sum of the state estimates in that region 

Using this sample. estimates for indhridua! states are sub]ect to very high variance and are not recommended. 
The state codes on the file are primarily of use for linking respondent characteristics with appropnate contetiual 
va&abIes (e.g., StatespecifIc welfare crrteria) and for tabulating data by userdehned groupings ot states. 

Producing Estinutar for the Metropolitrn Population. 

For Washington, DC and 11 states, metropdhan or non-metropolitan residence is identified (variible H’- 
METRO). In 34 addtilonal states, where the non-metropolitan population in the sampie was small enough tc 
present a disclosure risk, a fraction d the metropolitan sampfe was recoded to be indistinguishable from non- 
metropdltan cases (H*-METRO = 2). In these states, therefore, the cases coded as metropolitan (H*- 
MRRO = 1) represent only a subsample of that population. 

In producing state estimates for a metropolitan characteristic, multiply the individual. family. or household 
weights by the metropolitar! inflation factor for that state, presented in taMe 8 tlhis inflation tacror 
compensates for the suosamprlng 01 me merropokan populatlon an0 IS 1 .O tor tne states wnn comprere 
identkation of the metropoinan poqulat:3n.) 

The same procedure applies wnen creating estimates for pamcular identified MA’s or CMSA’s-apoly the tack- 
approp&tte to the state. For multi-state MSA’s. use the factor appropriate to each state part. For example, to 
tabulate data for the Washington. DCMD-VA MSA, apply the Virginia factor of 1.0521 to weights for residents of 
the Virginia part of the MSA. Marylana and DC residents require nc modification to the weights (I.e.. their factors 
equal 1 .O). 

In producing regional or national estimates of the metropolitan population. it is also necessary to compensate 
for the fact that no metropdnan subsample is identified within two states (Mississippi and West Virginia) and one 
stat&group (NoRh Dakota - Sou!h Dakora - Iowa). Thus, factors in the right-hand column of table 8 should be 
used for regional and national estimates. The resutts of regional and national tabulations of the metropoiltan 
population will be brased slightly. However, less than one-half of one percenr of the metropolitan population is 
not represetnted. 

Producing Estimates for the Non-Metropolitan Population. 

State, regional, and national estimates of the non-metropolitan population Cannot be computed directly, except 
for Washington, DC and the 11 states where the factor for state tabulations in table 8 is 1 .O. In all other states, 
the cases identified as not in the metropolitan subsample (METRO-2) are a mixture d Knmcrvopditan and 
metropolitan households. Only an indirect method of estimation is ava1Iable: first compute an estimate for the 
to&l population. then subtract the estimate for the rnetropditan popubtion. The results d these tabulations will 
bedighdlybissed. 

ACCURACY OF THE ESTIMATES 

SIPP o#M%8tea o#rrined from public use files are based on a sample; they may differ scmwwmfromthafigur8s 
thaw##hvs~~tned#acomplete~ustrad~~~winO~ranw tlu-bmah, -ns. 
and afwmaators. Then are two types d errors possible in an estirmto based cm a 88rnple wy: 
nonsampling and tampiing. The magnitude of SIPP sampling orror can be rtliw, but thii is not tNe of 
nonaunpling error. Found below are descriptions of sources of SIPP Kwampling error, f&wed by a 
discussion of sampling error, its estimation, and rts use in data analysis. 
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SOURCE AND ACCURACY 

Nonsampling Variability. 

Nonsampling errors can be attnbtied lo many sources. e.g.. inabilrty to obtai? lnformatlon aboti ali cases in the samDie 
definirional difficulties, differences in the interpretatton of questlons, inablllfy or unwillingness on tne pan of the 
respondems to provide correct Information, lnabilrty to recall Inlormatron. errors made In collection stich as In recoraln; 
or coding the data, errors made in processing the data, errors made in estimating values for missing data. biases 
resulting from the differing recall periods caused by the rotation pattern used and failure to represent ail units within t?~ 
unIvelse (undercoverage). ChJalily control and edit procedures were used to reduce errors made by respondents 
coders and interviewers. 

Undercoverage in SIPP results from missed living quaners and missed persons wiThin sample houseyo;cs It is knos- 
that undercoverage varies with age, Gee, and sex. Generally, undercoverage IS larger for males than for females an3 
larger tor Macks than for nonbtacks. Ratio estimation to independent age-race-sex population controjs panlaily cDr:f::: 
for the bias due to survey undercoverage. However, biases exist in the estimates to the extent that persons in missed 
households or missed persons in interviewed households have different characteristics than the intervIewed persons In 
the srne age-race-Spanish origin-sex group. Further, the independent populatron controls used have not been 
adjusted for unJercoverage 

Table 5. 1986 Panel: Sample Size, by Month and Interview Status 

Household Units Eligible 

Nonrespoise 
Month Tota’ Interviewed hionintewiewed Rate (%; 
----....-..................-..............-.....-.......................-.....-.........-.......-..........- 

Feb. 1906 3200 3000 300 6 
.r 

Mar. 1986 3100 2900 200 9 
Apr. 1986 3100 280C 200 7 
May 1986 3OOC 2800 200 7 
~-.-~-....-~--....--..--...-~~~---..............~..~...........~.~.~...~........~. 

12.403 11,500 900 

l Due to rounding of all numbers at 109. there are some inconsistencies. The percentage was calcuiazeg using 
unrounded numbers. 

Table 6. 1987 Panel: Sample Size, by Month and Interview Status 

Household Units Eligible 

Nonresponse 
Month Total Interviewed Noninterviewed Rate (%) 
.- ---.-...---.e-.-...-e-.-s.B -..*-_I . . . . 

Feb. 1967 3100 200 7 
Mar. 1967 3200 2900 200 7 
Apr. 1987 2900 200 6 
May 1987 3200 3000 200 8 

----- m--m--- --s 
12.505 11.703 800 

l Due to rounding of all numbers at 100. there are some inconsistencies. The percentage was calculated using 

unrounded numbers. 
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lm WD 1987 PANELS 

Sample loss a! Wave 1 of lhe 1966 and 1987 Panels was about 7% and increased to roughly 19% a1 the en0 of 
Wave 5 of the 1986 Panec and to roughly 18% at the end of Wave 5 for the 1987 Panel. FuRher noninterviews 
increased the sample loss aboul 1% for each of the remaining waves. 

Some respondents do not respond to some of the questions. Therefore, the werall nonresponse rate for some 
items such as income and other money related hems is higher than the nonresponse rates in the above tables 

The Bureau uses complex techniques to adjust the weights for nonresponse. but the success of these 
techniques In avoiding bias is unknown. 

Unique to the 1986 Pane!. maximum telephone interviewing was tested in Wavds 2.3. and 4. Specifically. half of 
the sample in rotations 4 and 1 of Wave 2. rotations 2 and 3 of Wave 3 and rotations 23. and 4 of Wave 4 were 
designated for telephone interviews. Analysis has not yet been completed so the affect on data quality is not ye! 
known. Hence, caution should be used when interpreting analytical results. especially for Waves 2 through 4 of 
the 1986 panel. Again this test was conducted in the 1986 panel only and will have no bearing on the 1987 
Pand data. 

Comparability With Other Ststtstlcs 

Caution should be exerc6eO wnen comoarizg aa;a from these files with da:a from ot!?er SIPP products or w::: 
Cata from other surveys. The comparabilfry proMems are caused by sources such as the seasonal panerns for 
many characteristics, definitIonal differences, and different nonsampling errors. 

Sampling Variability. 

Standard errors indbcate the magnitude of the sampl!ng vanability. They also partially measure the effect of 
some nonsampling errors in reswnse and enumeratlor,. but do not measure any systematic biases in the data. 
The standard errors for the most pan measilre the variations that occurred by chance because a sample rather 
than the entire population was surveyed. 

Confidence Intervals. 

The sample estimate and its standard error enable one to construct confidence intervals. ranges that would 
include the average result of all possible samples with a known probability. For example, if all possible samples 
were selected. each of these being surveyed under essentially the same conditions and using the same sample 
design, and if an estimate and its standard error were calculated trom each sample. then: 

1. Approximately 66 percent of the intervals from one standard error below the estimate to one standard 
error above the estimate would include the average result ol all possible samples. 

2. Approximately 90 percent of the intervals from 1.6 standard errors below the estimate to 1.6 standard 
emm above the estimate would indude the average r8sult of all possible samples. 

3. Approximately 96 percent of the intervals from two standard errors Mow the estimate to two standard 
errors above the estimate would include the average result of all possible samples. 

The avmr8ge estimate derived from all possible samples is or k not contained in any particuhr computed 
Interval. However. for a parlicular sample, one can say with a specified confidence thnt the avenge estimate 
derived lrorn all possible samples is included in the confidence Interval. 

Hypothoris Testing. 

Standard errors may also be used for hypothesis testing, a procedure for distinguishing between popdatlon 
panm#tOfs using ample estimates. The most common types of hypotheses tested are 1) the population 
PaRlmStlWS are identical versus 2) they are different Tests may be perfofmed at Mlrious levels of significance. 

. 
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SOURCE AND ACCURACY 

where e kvd Of SignifMnCe is the probabiltty of concluding that the parameters are different when. In fat: tnei 
are identical. 

To perform the most common hypothesis test, compute the difference X, - x8. where X, and X, are sample 
estlmates of the parameters of Interest. A later section explains how to derive an estimate of the standard error 
of the difference XA - s. IA that standard error be solrr. If X, - X, is between -1.6 times solw and + 1.6 times 
soIFF, no COnclUSiOn about the parameters is justified at the 10 percent significance level. If on the other hana, 
X, - X6 is amaller than -1.6 times so,- or larger than + 1.6 times s oIF the observed difference IS signkant at 
the 10 percent level. In this event, It is commonly accepted practice to say that the parameters are different. Ot 
Course. Sometimes this COnCiUSiOn will be wrong. When the parameters are. in fact, the same, there is a 10 
percent chance of con&ding that they ire different. 

Not8 when using small estimates. 

Because of the large standard - invdved, there is little chance that summary measures would reveal useful 
informatton when computed on a smaller base than 200.000. Also, care must be taken in the mterpretatlon of 
small differences. For instance, ir, case of a borderline difference, even a small amount of nonsampling error 
can lead to a wrong decisim about the hypotheses. thus distortmg a seercing’y ia!id hypzhesis Es: 

Standard Enor Parameters and Tables and Their Use. 

Most SIPP estimates have greater standard errors than those obtained through a simple random sample 
because clusters of living quaners are sampled. To derive standard errors that would be applicable to a wide 
variety of estimates and could be prepared at a moderate cost, a number Of approximations were required. 
Estimates with similar standard enor behavior were grouped together and two parameters (denoted “a” and 
‘I$‘) were cievalcptk to approximate the standard enor behavior of each group of estimates. These “a” and 
“b” paameters are used in estimating standard errors and vary by type of estimate apd by subgroup to which 
the estimate applies. Table 9 prwides base “a” and “b” parameters to be used for estimates in this file. 

The factors provided in table 10 when muftiplied by the base parameters for a given subgroup and type of 
estimate give the “a” and “b” parameters for that subgroup and estimate type for the specified reference perlo: 
For ewmple, the base “a” and “b” parameters for total income of households are -0.0001188 and 10.623, 
respstlvely. 

For Wave 1 the factor for October 1985 is 4 since only 1 rotation of data is available. So, the “a” and “b” 
panrmeters for total household income in October 1965 based on Wave 1 are -0.0004672 and 42.492, 
respectkefy. Also for Wave 1, the factor for the first quaner of 1966 is 1.2222 since 9 rotation months of data are 
avaIlable (rotations 1 and 4 provide 3 rotations months each, while rotations 2 and 3 provide 1 and 2 rotation 
months, respectively). So, the “a” and “b” patameten for total household income in the first quarter of 1988 
are 0.0001428 and 12,983. respectively for Wave 1. 

The “a” and “b” pammeters may be used to ala&e the standard wrof for estimated numbws and 
percentages. Barallra the actual standard error behavior was not identical for all estimates wfthin a group, the 
standard errors computed from thesa parameters provide an indiclltion of the order of magnitude of the 
standard ewor for any ape&ii estimate. Methods for using these parameters for computation of appruximate 
staMuduror8amglvenhthefdlowingaections. 

Forttmao ueefs who w&h further &mpltfkat&n, we have also provided geneml standard errors In tables 11 
through 14 for making estimates with the use of data from all four rotations. Note that these standard errors 
murt k adjusted by a factor from table 9. The standard errors resultiv from this shnpIKmd approach are less 
accumte. Methods for using these parameters and tables for computation of standard errors are given in the 
following sections. 
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1966 AND 1967 PANELS 

Standard errors of estlmsted numbers 

The approximate slandard error, s. of an Mlmaied number of pez.ons. households, families. urlrelated 
Individuals and so tonh. can be obtalned in two ways. Both apply when data tram all four rot&Ions are used lo 
make the estimate. However, only the secono method should be used when less than four rotations of data are 
available for the estimate. Note that netther method should be applied to dollar values. 

it may be obtained by the use of the formula 

Sx = fs (11 

w-here f Is the appropriate “f” factor from table 9. and s is the standard enor on the estimate obtaIned by 
interpolation from tabie 11 or 72. AJternatwei,. 5x may be approxrmated by the formula 

SX = -Jz-Tz (2) 

from which the stanaard errors In taSies : 1 and 12 were calculatea. Here x IS the size of tne estlrna;e and “2’ 
and “b” are the parameters assocat&u w;k tne panicu:ar type of CharacterrstC being esrmated. Use of formula 
2 wil! pra\tiJf mc*i a::z-;.:g tEs;;‘:s :‘t- :“: ,sf :‘!:*7d‘i . 

Suppose SIPP estimates for Vvave 1 of tne 1936 panel show that there were 472,000 households w~tn monthly 
household income above 56.002. The appropriate parameters and factor from table 9 and tne appropriate 
general standa rcl error frcm table 11 are 

a = -0.0031168 b = lG,623 1 ‘- s *.G s = 7i,O30 
.7 

Using formula 1 I the appraxtmate standaro error ic 

SX 
= 71,000 

Using formula 2. the approxmate standard error is 

v'(-0.0001168) (472,000)2 7 (10,623) (472.000) == iO,600 

Using the standard error based on formula 2. the approxlnuto 90-percent confdence interval as shown by the 
data is from 359,000 to 585,000. Therefore, a conclusion that the average estimate derived from all possible 
samples lies within a range computed in this way would be correct for roughly 90% of all samples. 

Sfandard Error of a Mean 

A mean Is defined here to be the average quantfty of some Item (other than persons, kmUies. or households) 
per person, family, or household. For example. it could be the average monthly household income of females 
age 25 to 35. The standard error of a mean can be approximated by formula 3 below. Because of the 
approximations used in developing formula 3. an estimate of the standard error of the mean obtained from tlvs 
form& will generally underestimate the true standard error. The formula used to estimate the standard error of 
a mwin?i 

b 

o- 
sy = - S2 

1 Y 
(3) 

where y is the size of the base, s2 is the estimated population variance of the item and b is the parameter 
associated wfth the panrcular type of Item 
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SOURCE AND ACCURACY 

The popular\on warkance 5‘ may be es&mated by one of two methods In both methods we ass;T,e k IS :W 
value of the Rem for person 1. To use me tlrst method, the range of values tor the Rem IS dnGoed rn:c c rnteRa.5 
The upper and Lower bo&aries of interval j are Z,.: and Zi, respectrvely Each person IS piacec In!3 one of c 
groups such that Z,., < x, L f. 

The estimated populatimn variance. s2, is given by the formula: 

where p. is the estlmatec? proportion of persons in group j. and m = (z,.! - 2,) .‘2 The mw reyesw:a:l\f 
value of’the item in grow j is assumed 10 be m. 
exists, then an approximcMe value for m, is 

,. If group c is opkkended, i.e.. no upper interval boundary 

The mean x. can be om.:rped uslng the iollbwing fOrmUlZ 

In the second method. the estimst Y pc?u!-.tion variance is given by 

n 

L Wi Xi 2 

52 = 
111 

-2 -------------- - x , 

where there are n persuns w&h the item of interest and Wi is the final weight for person i. The mean,x. can be 

obtained from the form&a 

i 
3s 

WiXi 

x- . 
n 

7 w- 
lil 

1 
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1986AND1987 PANELS 

Illustration 

Suppose that based on Wave 1 data the distribution of nonlnly cash Income 1or persons age 25 to 34 during 
the month of January 1986 is grven In table 7. 

Table 7 Dietribution of Monthly C8sh Income Among Penons 25 to 34 Years Old 

undc- s3oc s&o? swc $1,203 S:,50C f2,O!X $2.50" 13,000 S3,5OC %,OOO s5,OCC M,OX 

Tot.1 $300 to to to to to to to to to to tc end 

$599 SW9 s:,1PF Sl,L% si,ooF $2,499 $2,999 s3,4PF s3.w9 %,999 SS,W OYe: 

Thauends in 39,851 1371 1651 2255 27% 3452 6278 57% 473; 3R3 2319 2679 1223 1493 

intcrvrL 

Using formula 4 2nd the meal monthly czch income of 52.533 the abproximate population variance. si, is 

. \ 
,* = ,,’ l*J” ; .,‘;I 651 ‘, 

------- :15$ 0. ; -------- : 
,, 39,851 ‘\39,851 

(450)2 +.,;... + 

\ / /’ 

f 1.493\ 
------- (g,(& 

‘\j9,851 : 
- (2,53C)* = 3,159,887. 

,’ 

Using formula 3. the appropriate base “b” parameter and factor from table 9. the estimated standard error of a 
mean x 1s 

sx = je) = 526 

Stmdrrd wror 01 rn aggregate. 

An aggregate Is defined to be the total quantity of an item summed over all the units in a group. The 
standard enor of an aggregate can be approxmated using formula 6. 

As wUh the estfmate d the standard error of a mean, the estimate of the standard error of an aggregate will 
gemrally t#MmstitnaZe the true standard error. Let y be the 8ize of the base, s2 be the 8sUmatad popdation 
variance of the tern obtained using formula (4) or (5) and b be the parameter as!#ocWaf with the particular type 
d kom. The standard error of an aggregate is: 

, 

sx =I (b) 
/ 

(r)s* 

11-13 

‘(6) 



SOURCE AND ACCURACY 

Standard Errors of Estimated Percentages. 

The reliability of an estimated percentage. Computed using sampIe data for both numerator and denominator. 
depends upon both the size of the percentage and the size of the total upon which the percentage IS based 
Estrmated percentages are relatively more rJWe than the corresponding estimates of the numerators of the 
percentages, particularly if the percentages are SO percent or more, e.g., the percent of peopie employed is 
more rJiable than the estimated number of people employed. When the numerator and denominator of the 
percentage have different parameters, use the parameter (and appropriate factor) of the numerator. If 
proportions are presented instead of percentages, note that the standard error of a proportion IS equal to the 
standard error of the corresponding percentage divided by 100. 

There are two types of percentages commonly estimated. The first is the percentage of persons. families or 
households shanng a panicular characteristic such as the percent of persons owning their own home. The 
second type is the percentage of money or some similar concept he(d by a particular group of persons or held 
in a paRMar form. Exampres are the percent of total wealth hJd by persons with high income and the percent 
of total income received by persons on welfare. 

For the percentage of persons, families. or househdds. the approximate standard error, s , cI, of the es&mated 
peveq:aze f ~2” be ob!a!ned b) :?a fcr?:‘t 

when data from ail four rOtaIrOnS are Used t0 eStlrMe D. 

In this formula. f is the appropriate “f’ fador from table 9 and s is tt,e standard error of the estimate from table 
13 or 14. Alternatrvely. it may be approximated by the formula 

/b 

s(x.P) = 
J 

; (PI (100-P) (8) 

from which the standard errors in taMes 13 and 14 were calculated Here x is the size of the subclass of social 
units which is the base of the percentage, p is the percentage (0 c p e 100)) and b is the parameter associated 
wtth the characteristic in the numerator. Use of this formula will give more accurate results than use of formula 7 
above and should be used when data from IeSS than four rotatrons are used to estimate p. 

For percentages of money. a more complicated formula is raguired. A percentage of money will usually be 
estimated in one of two ways. It may be tha ratio of two aggragates: 

PI = 100 (XA / x,) 

or If may be the ratio of two means whh an adjustment for dllhrmt bases: 

PI - 100 (6, XA / x,) 

where xA ami x~ are aggregate money figures, TiA and q am maan money figures, and & is the estimated 
number In gfwp A divided by the estimated number in group N. In afther case, we estimate the standard error 
as 

‘(9) 
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!966 AND 1907 PANELS 

where sp is the standard error of pA, sA is the standard error of ?A and s, is the standard error of TN, To 
calculate sp, use formula 8. The stanoarc errors of gN and ‘ii, may be &culated using fomula 3. 

It should be noted that there IS frequently some correlation between CA, 57,. and;,. If these corrdatlons are 
p&We, then formula 9 will rend to overesrrmale the true standard error. If they are negatrve. underestimates 
will tend to result. 

Mustration. 

Suppose that, in the month of Januay 1986. 6.7 percent of the 16.812.ooO persons in nonfarm householos wi!? 
a mean monthly househdd cash income of $4000 to $4,999. were &a&. Using.formula 8 and the “b” 
panmeter of 11,565 and a factor of 1 for the montn of January 1986 from raMe 9. the approximate standard 
error is 

-//) e 0.66 percent 

Consequenriy. tne ti percen: conrloence interval as snown icy tnese aata IS from 5.6 to 7.6 percen: 

Standard Error of a Difference. 

The standard error of a difference between two sample esttmates is approximately equal to 

yx-y) = 7&L; (10) 

where sX and s, are the standard errors of tne estimates x and y. .r 

The estimates can be numbers, percents. rattos. etc. The above formuia assumes that the correlation 
coefficient. r. between the characteristcs estimated by x and y is zero. If r is really positive (negative). then this 
assumption will tend to cause overestimates (underestimates) of the true standard error. 

Illustration. 

Suppose that SIPP estimates show the number of persons age 3544 years with monthly dash income of $4.005 
to $4,999 was 3.186000 in me montn of January 1966 and the number of persons age 25-34 years with monthly 
cash income of $4,000 to $4399 in the same time period was 2.619.000. Then, using parameters and factors 
from table 9 and formula 2, the standard errors of these numbers are approximately 164.000 and 149.000, 
respectively. The difference in sample estimates is 567,000 and, using formula 10, the approxfmate standard 
error of the difference is 

4 + (149,000) 2 - 222,000 
Suppose that tt Is desired to test at the 10 percent significance level whether the number of persons with 
monthly cash income of $4,000 to 54.999 was different for persons age 2544 years than for persons age 26-34 
years. To puform the teat, compare the difference of 667,ooO to tha product 1.6 x 222,000 - 356,200. Since 
the dlhmnco is grater than 1.6 times the standard error of the dffference, the data ahW that the two age 
groups we 8igntficanUy different at the 10 percent significance level. 

Stmdwd Error of 8 Median. : 

The medbn quantity of some ttem such as income for a given group of persons, families, or hwsehdds Is that 
quantfty such that at feast half the group have as much or more and at feast haff the group have as much or 
less. The mmpling variability of an estvnated median depends upon the form of the distribution of the item as 
well as the We of the group. To calculate standard errors on medians, the prccedure described below may be 
Used. . 
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SOURCL ANO ACCURACY 

An approximate method for measunng the reliabJlkty of an estimated median is to detennrne a confidence 
interval about It. (See the section on sampling variability for a general discusston of confidence lntewals j The 
following procedure may be used to estimate the S&percent confdence limits and hence the standard error of a 
median based on sampre data. 

1. Determine, using either formula 7 or formula 8, the standard error of an estimate of SO percent of the 
group, 

2. Add to and subtract from 50 percent the szandard error determined in step 1: 

3. Using the distribution of the Rem wlthin the group, calculate the quantity of the item such that the 
percent of the group owning more is equal to the smaller percentage found in step 2. This quantity will 
be the upper limit for the 68peroent confidence interval. In a similar fashion, calculate the quantity of 
the ttem such that the percent of the group owning more is equal to the larger percentage found in step 
2. This quantity will be the lower limit for the S&percent confidence interval: 

4. Divide the difference between the two quantities determined in step 3 by two to obtain the standard error 
of the rne?~ - 

To pe’form ste:, 3. it will be necessq to interpolate Different methods of Interpoia!!on may ce use: The mos; 
common are simple linear interpolation and Pareto interpola:lo,x The appropnatenessof the methoc depends 
on the form of the distribution around the median. If densely is declrnrng tn the area. then we recommend Pareto 
interpdatron. If density is fairfy constant in the area, then we recommend linear interpolation. Note, however. 
that Pareto tnterpolation can never be used if the interval contains zero or negative measures o! the item of 
Interest. Interpoiation is used as foflows. The qusntity of ?he item such that “p” percent own more is 

f Pareto Interpolation IS indicated and 

‘pN+ 1 

‘pN = 
G de--- 

p$-N1 
(A241) + Alj 

i 

(12) 

if linear interpolation is indicated, where N is the size of the group, 

*1andk? are the lawer and upper bounds, respectively, of the interval in which XpN falls. 

N, and Np are the estfmated number of group members awning more than A, and %, 
mspectWy, 

refers to the exponential function and 

refers to the natural logarithm function. 



1986 AND 1987 PANE-5 

To illustnte the calculations for the sampling enor on a median we return to the Same table 7. The media? 
monthly income for this group is S2.158. The sue of the group is 39.851,ooO. 

1. Using the formula 8. the standard error of 50 percent on a base of 39,851,000 is about 0.7 percentage 
points 

2. Following step 2. the two percenztges of interest are 49.3 and 50.7 

3. By examining table 7 we see that the percentage 49.3 falls in the income interval from 2000 to 2499. 
(Since 55.5% recefve more than S2,OCQ per month, the ddlar value corresponding to 49.3 must be 
between S2,OOG and 52,500). Thus. A, = $2,000, A2 = $2.500. N, = 22,106.OOG. and I$ = 16.3G7.03C 

In this case. we decided to use Pareto Interpolation. Therefore, the upper bond of a 68% confidence interval for 
the median is 

l- 
’ I (.433) (3?.85!,000) 

$2.::: exe ; I: ------------------- 

I t 
2i,l~j.C30 j/ 

:16,307,0Of$ i 
; r, ' --------- - 

i Lr, 
i2,soq 

t 
----- 

\2,030 ( 
=S2:E: 

,22,106.00~' '. L 
Also by examrrtlng table 7. we see the! 50.7 falls in the same Income interval Thus, A!. %. N., and Ni are the 
same. We also deeded to use Pareto Inrerporation for this case. So the lower bound of a 66% 
confidence interval for the median is 

r: &507) (39,851.OOO) 
$2,000 exp i ;L”!-----r-;;‘-s~~--- 

in 
'\\ L, t, * ,. 

'2,500\? 
Ln ( ----- 1 ~$2136 
.r '$,OOO/ ( 

Thus, the 6S-percent confidence Interval on the esttmated median is from $2136 to $2161. An approximate 
standard error is 

52181 - $2156 = 423 
--------------- 

2 

Standard Enors of Ratios of Means and Medians. 

The standard error for a ratio of means or medians is approximated by: 

(13) 

where x and y are the means. and s, and sY are their associated standard errors. Formula 13 assumes that the 
maans are not correlated. If the correlation between the population means estimated by x and y are actually 
posltka (negative), then this procedure will tend to produce weRWnates (undefestimateu) of the true standard 
rror for the ratio of moans. 
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SOURCE AND ACCURACY 

fable 8. MetrOPOlitsn Subsample Factors to be Applied to Compute National and Subnational Estimates 

N onmast 

SOUtk 

west: Afuka 1.4339 
Aruona I.0117 
CMornla l.oooO 
coloraoo 1.1306 
H8waii r.mo 
Idaho 1.4339 
Montana 1.4339 
Nwada l.aaoO 
NW Mexco 1.0000 
Oregon 1.1317 
Utah l.ww 
WashIngton 1 .W56 
WYyomlng 1.4339 

- mdcates no mstropolnan subsample IS &xMea for the state 

Factors for Faaors for 
use In State use in Ftegiona 
or CMSA &ISA) or NatIonal 
Tabubons Tabulatrons 

Conneot=L~ 
Mame 
Massacnusetts 
New Hampsh~re 
New Jersey 
New York 
Pennsylvania 
Rnwe lsmno 
Vermorn 

lllinots 
Ii3 a-2 
Iowa 
Kansas 
,,A --,m>- - .=- 
Mtnnesma 
hhsso,* 
NeDrasKcj 
Nom Daroz 
Ohlo 
So;rn Dakota 
vvY:Sw3.“.s~-. 

Alabama 
ArKam 
Delaware 
D.C. 
Florloa 
Georgra 
Ken:ucrj 
Loutsma 
Maryland 
MISSiSSIpp: 
Nom Carollna 
Oklahoma 
South Carolma 
Tennessee 
TOMS 
Vtrginia 
west vlrgwlia 

1.033? 
1.2219 
1.m 
1.2234 
l.oooO 
1.(xXx) 
1.004E 
1.2506 
1.2219 

1.m 
10-3X 

1.7% 
. '7': .""LW 
l.CBfX 
: .C? SE 
-1.6175 

1.0233 

;.018E, 

1.1574 
1.6153 
1.5593 
l.oo30 
1.014u” 
?.0142 
Y.2125 
1.0734 
l.oax 

l.OCCX 
1.0793 
1.0185 
1.0517 
1.0113 
1.0521 

1 .cEw 
1.2219 
1.0000 
1.2234 
l.OOCC 
lm30 
l.W95 
1.25s 
1.2219 

1.0110 
? .oc:c 

1.036 

1.0332 

1.1595 
l-5175 
1.5621 
1.0016 
1.0156 
1.016j 
Y.2.14; 
1.0753 
1.0016 

l.ax& 
1.0812 
1.0203 
1.0536 
1.0131 
1.0540 

1.4339 
1.0117 
1.0000 
1.1306 
l.owo 
1.4339 
1.43% 
I.0000 
l.WOO 
1.1317 
l.oooO 
1.0456 
1.4339 
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Table 9. SIPP Indirect Generalized Varjarrce Parameters for the 1986iPaneiS 

CHARACTESISTICS’ 

PERSCNS 

Total or White 

2 

16d Program Paflicipation 
and Bene!:s. Poveq (3; 
Both Sexes a.O""l4El "W 23.213 
Male ~).ooc311s 25.213 
Female c.o’“2=2- II 1 . 25.2:: 

16* Income and Labor Force (5) 
Both Sexes -C.O0005G~ 0.596 
t *:a:e c he-.,-^- -“.u.,- / .:: 6 c 3= 3-u 
Female ijGl3lG~’ L u-2. E.595 

16- ?ension Pian’ (4; 
Eofh Sexes -cI.O7~302C :z 7:3 
Male -0.3OC19G7 15.742 
Femals -c c^J3i7c 15.742 

All Ctclere2 (51 
Both Sexes 
dale 
Fernate 

C.OciOl356 31.260 
~.0002804 3: ,263 
-: 0332Ef5 3: .25: 

Slack 

Poverty (1) 
Both Sexes 
Male 
Female 

-0.0337743 21,506 
-0.001652Z 21.506 
~.001456~ 21.535 

All Others (2) 
Both Sexes 
Male 
Female 

-0.0004192 11.565 
-0.0009007 11.565 
-0.0007839 11.565 

.93 

.52 

1 03 

.I 

.83 

.61 

HOUSEHOIDS 
Total or White 
Black 

4.0001168 10.6231 .oo 
-0.0007318 7,340 .a3 

I. To account for umpk attfttion. multiply Me a and b paramrlors by 1 .OQ for rstlmaos which include d8m fmm WLH 5 and beyond. 

f$r Wations. UY th, paramrtrrs of the charaCtSristic with the smallor number within the par8nthoses. 

2. m mr “16 + hI$ion Ran” paramrtcn for pension plan tabulations 01 persons 16 l in the ISbOr %WCe. Us@ WIO WI ~ttws” ~~8m8ten tur - 

rotwmwnt tabutatbont. 0 t program Danlwatjon. 0 + Denellts. 0 l Income. and 0 7 labor lore tabulations. In l ddltlon to any omor rypor 01 

Ubulatlons not spocrfuhy covered by l notner cnaractcr~sw In th!s table 



SOURCE AND ACCURACY 

Table 10. Factors lo be Applied to Base Parameters to Obtain Parameters for Various Reference Periods 

Monthly estimate 

1 4 0::: 

2 2.0033 
3 i .3333 . 
4 liOO3 

Quaneny estimate 

6 1.8519 
8 1.4074 

9 1.2222 

10 1.04% 
< . i cc:; 

12 1.0533 

Table 11. Standard Errors of Estimated Numbers of Households, Families or Unrelated Persons 
(Numbers in Thousands) 

Size o! Estima:E 

205 

300 

500 

750 89 

1,000 

2,000 

3,000 

5.000 

7.500 

1 o.Qoo 

Stan3ar3 
Error’ 

46 

56 

73 

102 

144 

176 

224 

270 

307 

Size of Estimate 

15,ooc 

25.000 

30.000 

40,000 

50,000 

60,000 

70,000 

80,000 

90,000 

Stan&r= 
Error’ 

365 

439 

462 

488 

489 

466 

414 

320 

100 

1, To l emmt for umplr rttrihon. multipty the standard error of me l ftlmate by 1 .CM for astlmatcs which inciudo data from Wave 5 and beyond 
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1986 AND 1987 ?ANELS 

Table 12. Standard Errors of Estimated Numbers of PerSOnS 

(Numbers in Thousands) 

Standaru Standard 
Size of Estimate Error1 Size of Estimate Error' 

200 79 50,000 1,106 

300 97 80,000 1,278 

600 137 100,000 1,330 

1,000 176 130,000 1,331 

2,000 249 135,000 1,322 

5,000 391 150.000 1,280 

8,000 491 : 60,00@ 1,297 

11,000 572 180.000 1,111 

13,000 619 200,000 910 

15,000 662 210.000 765 

! 7,ooc 702 220.000 560 

22,000 789 

26,000 849 

30.000 903 

1. To account for sample attrition, multiply the standard error of the estimate by 1.04 for estimates which include data from Wave 5 and 

beyond. 
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Table 13 Standard Enors of Estimated Percentages of Households Families or Unrelated Persons 

Base of Estimated 
Percentage 
(Thousands) 

200 

300 

532 

750 

1.000 

2.000 

F. e-- 
. -_- 

5.9:: 

7.503 

10.03: 

15.000 

25,000 

3O.OOG 

40.000 

50,000 

60,000 

80,000 

90.000 

Alor 

2.3 

1.9 

1.5 

1.2 

1.0 

0.7 

- r c w 

CE 

04 

0.3 

0.26 

0.21 

0.19 

0.16 

0.15 

0.13 

0.11 

0.11 

Es:irnated Percentage' 

2 or 98 5or95 

3.2 5.0 

2.6 4.1 

2.0 3.2 

1.7 2.6 

1.4 2.2 

10 1.6 

:E * '. I .u 

0.6 1 .c 

0.5 0.8 

0.46 0.7 

0.37 0.6 

0.29 0.4 

0.26 0.41 

0.23 0.36 

0.20 0.32 

0.19 0.29 

0.16 0.25 

0.15 0.24 

lOor 

69 

5.6 

4.4 

3.6 

3.7 

2.2 

; : 

. d .- 

11 

1 c 

0.8 

0.6 

0.56 

0.49 

0.44 

0.40 

0.35 

0.33 

,I 

25 or 75 

10.0 

81 

6.3 

5.2 

4.5 

3.2 

_ - 6; 

2.: 

1.6 

1.4 

1.2 

0.9 

0.8 

0.7 

0.6 

0.58 

0.50 

0.47 

50 

11.5 

9.4 

7.3 

6.0 

5.2 

^E v 

c., 

c - L; 

19 

1.E 

1.3 

1.0 

0.9 

0.8 

0.7 

0.66 

0.58 

0.54 

1. To aaamt for umpk Ntrltion. multiply the Mandrfd l ITW of the ostimato by 104 fof estimatrt which Include data from Wave 5 and 

kyond. 
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Table 14 Standard Errors of Estimated Percentbger of Persons 

Baseo! Estimated 
Percentage 
(Thousands) 

200 

300 

6oc 

1,003 

2000 

5.0x 

& 02: 

11.03: 

13.00: 

17.030 

22.003 

26.000 

30,000 

50.000 

80.000 

100.000 

130.000 

220,000 

Estmated Percentage' 

51 or199 2or98 

3.9 

3.2 

2.3 

1.8 

1.2 

0.6 

;c 

r. .- '; L "I 

3.4s 

3 45 

0.36 

0.35 

0.32 

0.25 

0.20 

0.18 

0.15 

0.12 

5.5 

4.5 

3.2 

2.5 

1.8 

i.: 

:Y 

r w- " .'- c 

0.62 

0.K 

0.53 

G.43 

0.45 

0.35 

0.28 

0.25 

0.22 

0.17 

5 or 95 

8.6 

7.0 

5.c 

3.9 

2.7 

1.7 

- 4 

Y2 

1.1 

0.9 

0.8 

0.76 

0.70 

0.54 

0.43 

0.39 

0.34 

0.26 

lOor 

11.9 

9.7 

6.8. 

5.3 

3.8 

2.4 

1 : 

15 

1.5 

1.3 

1.1 

1.0 

0.97 

0.75 

0.50 

0.53 

0.47 

0.36 

25or75 

17.1 

14 0 

10.G 

7.7 

5.4 

3.4 

2.7 

2.3 

21 

1.9 

1.6 
* 

1.5 

1.4 

1.1 

0.9 

0.8 

0.67 

0.52 

50 

19.8 

161 

11.4 

a.8 

6.3 

4.0 

3: 

2f 

2.5 

2.1 

1.9 

1.7 

1.6 

1.3 

1.0 

0.9 

0.77 

0.60 

I, To aaaum tor -mph l uit~on. multiply the sundara error of the l stlmlm by 1.04 for ostimate8 which inciudr drta from Wavm 5 and 
boyona. 

11-23 



. . .T” 


